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HYBRID MACHINE LEARNING MODEL FOR CLASSIFYING
SOFTWARE BUGS IN SAAS CLOUD APPLICATIONS

In modern cloud computing environments, ensuring the stability and reliability of software applications is one of the
key factors for the effective operation of information systems. A significant portion of failures in such systems are
caused by software errors (bugs), which complicate operation and reduce service productivity. Traditional methods
of manual analysis of bug reports are labor-intensive, so it is necessary to develop intelligent approaches
to automated classification and prioritization of bugs using machine learning methods. The purpose of the article
is to improve the accuracy of classifying types of software bugs in cloud applications. Research objectives:
to develop a complete pipeline for automated processing of bug reports, covering all stages from preliminary cleaning
to classification model building. The methodological basis of the study is the use of natural language processing
(NLP) methods, the SMOTE technique for sample balancing, classical machine learning algorithms, and the
RandomizedSearchCV hyperparameter optimization procedure. The quality of the models is evaluated based on
standard classification metrics such as accuracy, precision, recall, and F1-score, which provides a comprehensive
and objective analysis of the results. Research results. A hybrid model for automated bug classification has been
developed, covering the stages of data collection, preprocessing, vectorization, and modeling. A comparative analysis
of the accuracy of four machine learning algorithms — naive Bayes classifier, decision tree, random forest, and logistic
regression — was performed using different vectorization methods (Bag-of-Words, TF-IDF, Word2Vec). To improve
classification accuracy, the SMOTE data balancing technique was applied. Experimental studies on
a real data set from a cloud environment showed that the Random Forest model achieved the highest accuracy
rates — up to 91.7 %. The results confirm the effectiveness of integrating machine learning algorithms into the
processes of analysis and support of software products in cloud infrastructures. Conclusions. The proposed approach
improves the accuracy of bug classification in cloud computing systems and can be used in monitoring systems,
DevOps platforms, and automated testing tools. The research results provide a basis for the further development of
intelligent tools for predicting and prioritizing software defects.

Keywords: bug classification; cloud computing; machine learning; TF-IDF; Word2Vec; random forest;
test automation.

Introduction

Problem statement. In today's digital transformation environment, cloud computing models
play a key role in ensuring the availability, scalability, and efficiency of software services.
One of the most common cloud paradigms is Software as a Service (SaaS), which provides users
with ready-to-use software applications via the Internet.

Unlike traditional approaches to software deployment, the SaaS model eliminates
the need to install programs on local devices, as the provider is fully responsible
for the development, deployment, updating, and support of the application. Users get access to the
system's functionality according to the terms of the Service Level Agreement (SLA),
which can be regulated by model subscriptions, hourly or volume-based payments. Today,
SaaS solutions are widely used in email, financial services, human resource management,
and other industries.
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The growing popularity of SaaS is leading to an exponential increase in the number of users and
the expansion of the functionality of such systems. However, the intensive use of cloud applications
is inevitably accompanied by the emergence of a significant number of software defects that affect
the quality and stability of services. Bugs in SaaS environments can cause delays in business processes,
reduced productivity, a poor user experience, and direct financial losses. In these conditions, the
effectiveness of technical support depends on the speed and accuracy of bug detection, classification,
and prioritization. Manual processing of bug reports is complex, time-consuming, and resource-
intensive, which is why automating bug classification processes is particularly important.

Machine learning methods capable of analyzing large data sets and identifying hidden patterns
in text descriptions of bugs are also of considerable scientific interest. The use of machine learning
algorithms in the field of bug report processing opens up new opportunities to improve the
accuracy of error type identification, reduce the time required to fix them, and reduce the workload
on the development team and system administrators. With the rapid growth in the number of cloud
applications, the need for such approaches is becoming critically important, as the correct
classification and prioritization of defects directly affect the stability and reliability of services.

Automated classification of software bugs in SaaS systems using machine learning methods
is a promising area of research aimed at improving the efficiency of technical support, the accuracy
of defect identification, and the optimization of quality assurance processes. Research in this area
provides a scientific basis for the development of intelligent tools for analysis, forecasting, and
decision support in cloud infrastructures.

Analysis of recent research and publications. In today's environment of increasing software
system complexity, software testing plays a key role in the verification and validation (V&V)
process, ensuring the correctness, stability, and long-term reliability of the systems being
developed [4]. With the increasing criticality of software systems, particularly in the fields of
security, medicine, transport, etc., the costs associated with their analysis, testing, and quality
assurance are also rising significantly. This, in turn, creates demand for effective methods of defect
prediction using intelligent technologies, in particular machine learning (ML) algorithms, which
enable prediction, optimization, and automatic learning with minimal human intervention.

In the context of research aimed at automating the detection of bugs in SaaS applications,
particular attention is drawn to works devoted to the classification of bugs based on bug reports
and the determination of their priority. Researchers point to the availability of both ready-made
tools for code analysis and bug detection, as well as models capable of prioritizing these bugs
based on historical data [5]. In [6], the idea of using machine learning to automate manual
processes, particularly in the area of bug prioritization, is put forward. The authors note that based
on historical bug reports, models can learn to identify patterns and make predictions about the
importance of new bugs. This approach improves classification accuracy and reduces the burden
on technical support.

A similar approach is supported in [7], which emphasizes that the increasing complexity of
software systems significantly complicates manual bug detection, making it slow and prone to
human bug. The use of ML models in such conditions not only improves the quality of software
but also reduces the cost of its maintenance. This is especially true for secure or mission-critical
systems, where even minor bugs can have serious consequences.
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Another promising area of research is the use of ensemble methods in bug triaging — the
process of automatically determining which developer should be assigned a particular bug.
Work [8] demonstrates that ensemble classifiers (which combine several models to achieve better
results) outperform classical machine learning algorithms in bug assignment tasks. This indicates
the possibility of significantly improving the efficiency of the bug handling process and reducing
delays in their resolution.

In [9], an innovative approach to bug prioritization based on emotional analysis of bug
descriptions was proposed. The authors collected data from open sources, performed natural
language processing (NLP), extracted emotional words from the text, and based on this, formed a
feature vector for the ML model. This approach increased classification accuracy (F1 score) by
more than 6 %. The use of emotional analysis allows for better consideration of subjective user
assessments, which is especially important in interface-oriented or client systems.

A significant problem in bug classification tasks is class imbalance, where most examples
belong to insignificant classes, and critical bugs occur much less frequently. In such cases, most
models tend to overfit on frequent classes, which reduces the effectiveness of detecting truly
important bugs. The paper [10] considers an approach that involves building an ensemble classifier
using various oversampling methods to improve the representation of small classes. The results of
the study showed that combining classification and sample balancing reduces the number of false
negatives and improves the accuracy of defect component recognition.

Our study proposes an approach to automating the processes of classification and
prioritization of software bugs in SaaS applications. With the growth in the number of users and
the increase in the functional load on cloud services, the probability of defects occurring is steadily
increasing. These bugs can significantly degrade the quality of the user experience, cause delays
in business processes, and create additional difficulties in maintaining such systems. Therefore, an
urgent task is to develop machine learning models capable of automatically processing bug logs,
identifying defect types, and prioritizing them to optimize the work of development and technical
support teams.

The goal of this work is to improve the efficiency of classifying types of software bugs in
cloud computing environments based on a hybrid approach to software bug classification using
NLP, vectorization, and balanced machine learning methods.

Main material

The proposed design solution for classifying bugs in cloud computing applications uses
machine learning methods to automate and improve the detection and prioritization of software
defects. This approach takes into account the inherent complexity and scaling challenges in cloud
environments, where bugs can manifest in distributed systems, virtualized resources, and
heterogeneous infrastructures. The methodology follows a structured pipeline covering data
collection, preprocessing, feature engineering, model selection and training, evaluation, and
deployment. Although presented as a high-level framework, the solution is adaptable to specific
contextual constraints, as shown in Figure 1.
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The initial phase involves collecting data from a variety of sources relevant
to cloud computing applications. Bug data is aggregated from bug tracking systems
(e.g., Jira or Bugzilla), official repositories, user forums, and historical logs. This multifaceted
approach to sources provides a comprehensive data set that reflects real-world bug manifestations,
including those arising from resource contention, network latency, or configuration bugs in cloud-
native architectures.

After collection, the data is preprocessed to remove noise and inconsistencies. Unnecessary
artifacts, such as duplicate records or discussions unrelated to bugs, are removed. Missing values
are imputed using methods such as replacement by the mean or k-nearest neighbors, while text
data is normalized, tokenized, and stop words are removed. This step transforms the raw input data
into a structured format suitable for machine learning analysis.

<= Exploratory .
Data dataanalysis -|
collection |
Introduction of features Classification
Handling missing Bag of Words Naive Bayes
values | )
i Word2vec \; :
Removing duplicates Word2vec Sasialont )
| ecisiontree
| Re moving stopwords p- 4
Random forest
Removing spaces and ;
S Sample Logistic regression }
Encoding labels . b re_a kdown g
(Train & Test Data) |

Fig. 1. Algorithm of the proposed bug classification conveyor in cloud computing applications

After cleaning and transforming the data, a vector representation is formed that is suitable for
further processing by machine learning algorithms. This study considered three popular
vectorization methods: Bag of Words (BoW), TF-IDF, and Word2Vec.

1. Bag of Words (BoW). The Bag of Words (BoW) method is a basic statistical method that
represents text as a vector of word frequencies. Let us have a corpus of documents containing

adictionary V = {w,,w,,...,w, } . Each document is represented as a vector:

Vy =[ f(w,d), f(w,d),..., f(w,.d)],
where f (w;,d)- frequency of aword w; inadocument d . The method does not take into account

word order and semantic relationships, but it is effective with a sufficient amount of data.
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2. TF-IDF (Term Frequency — Inverse Document Frequency). The TF-IDF method improves
BoW by weighting word frequency based on how unique the term is within the entire corpus.
Foraword t inadocument d, the TF-IDF formula is calculated as follows:

TF-IDF(t,d, D) = TF(t,d)- IDF(t, D),
where TF(t,d) =log(1+ f (t,d)),

N
|DF(LD)='09[ {deD:ted)} J

f (t, d) — number of occurrences of the term t in the document d

N - total number of documents in the corpus D,
|{d e D:ted} |-number of documents containing the termt.

TF-IDF allows you to reduce the weight of common terms and increase the significance
of rare, specific words.

3. Word2Vec. Unlike statistical methods, Word2Vec is a deep learning model that creates
dense vector representations of words, taking into account the context of their use.
Developed by Google in 2013, the model has two main architectures: Continuous Bag
of Words (CBOW) and Skip-Gram.

Let w, is the trarget word, C ={w,_,,...,W,_;, W, W,,, } — the context. In CBOW, the task

s W Wiy Wiip

Is to predict w, based on the context:

eth -h

where h-— average vector representation of words from context; v.— vector representation

P(wC)=

of aword i.

In Skip-gram, on the contrary, the model learns to predict contextual words based on
a given word.

In our study, we used the CBOW algorithm with the following parameters:

- min_count = 5 — words that occur less than 5 times are ignored;

—  size = 50 — the dimension of the vector space;

—  workers = 4 — the number of threads for training.

As part of the study, four classic machine learning algorithms were used to solve the problem
of multi-class classification of error types in cloud computing applications: naive Bayes classifier,
decision tree, random forest, and logistic regression.

Each of these methods has its own advantages, limitations, and peculiarities of use in natural
language processing tasks.

1. Naive Bayes classifier. This method is based on Bayes' theorem with the assumption
of conditional independence of features. In text classification tasks, it is considered simple, fast,
and effective.

Its probability model is determined by the formula:
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_POIT.POy)

P(yxvxzv"’xn)_ P(Xl X X )
1 Xy X

wherey —class, x; —signs (e.g., words), and P(x; |y) — probability of a sign x, appearing given

the class vy .

2. Decision Tree. Decision trees are algorithms that build a hierarchical model where each
internal node branch corresponds to a condition based on a specific feature, and leaf nodes
correspond to classes. The main goal is to minimize entropy or the Gini coefficient during
partitioning. Formally, entropy is used for:

H (D) = _zpi I0g2 Pi
i=1

where p, — proportion of class i elements of D data sets.

Trees are interpretive but prone to overfitting on noisy data.

3. Random Forest. Random Forest is an ensemble method that combines a set of decision trees
created on random subsets of data and features. Each tree votes for a class, and the final prediction
is determined by majority vote. The method reduces model variance, improving generalization:

y = mode{h, (x),h, (x),....h (X)},
where h (x) — forecast of the i-th tree.

Random forest demonstrates high accuracy, especially on complex and large-scale data,
making it effective for text classification.

4. Logistic Regression. This linear method is widely used for classification tasks due to its
mathematical rigor and stability. Softmax regression is typically used for multi-class classification.
The probability of belonging to a class k is determined by:

Bix
P(y=kx)= i—ﬂ}x,
i€
where S, — vector of coefficients for class k, x — feature vector.

Optimization is performed by maximizing the logarithmic likelihood function.

After the model is defined, it is trained on the prepared data set. The training process includes
sample balancing to avoid bias towards the dominant class, cross-validation to evaluate the model's
generalization ability, and selection of optimal hyperparameters. The result is
a classification model that can automatically recognize bug categories based on the textual and
structural features of the bug report.

During the validation stage, the model is evaluated using a separate test dataset.
Its effectiveness is assessed using standard classification quality metrics such as accuracy,
precision, recall, and F1-score. Each of these metrics allows us to evaluate different aspects of the
model's performance: its ability to correctly classify objects, avoid false positives and false
negatives, and the overall balance between precision and recall.

After passing the evaluation stage, the model is deployed in a cloud environment.

Its integration into real systems allows you to automate the process of processing new bug
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reports, classify them in real time, and route them to the responsible executors. This, in turn, helps
to reduce response time, increase the efficiency of technical support, and generally optimize the
software maintenance process.

High-quality and meaningful data is the foundation of modern data science, as the
effectiveness and accuracy of a machine learning model directly depend on the quality
of the source data set. That is why the first stage of implementing the proposed
approach was data processing, which included collection, cleaning, visualization,
and exploratory data analysis (EDA).

Figure 2 shows a deployment diagram that reflects the architecture of the bug classification
system in the SaaS cloud environment.

Deployment Diagram — Bug Report Classification System

Development System Client Device
(Jira / Bugzilla / CI-CD) (Web/CLI Tool)
Bug Tracking SystemD‘ ‘ User Interfacelﬁ‘
/
automatic transfer APl request:
of bug descriptions | new bug report

7
Cloud Infrastructure (Cloud Platform) \ /

I

Application Server
(Backend Server)

REST API Servicea‘

.

Vectorization Module B
(BoW/TF-IDF/Word2Vec)
Preprocessing Modulem‘ classification request
ML Training Environment
(Compute Node)
Hyperparameter TuningE Data BalancerE
(RandomizedSearchCV)

(SMQOTE) »/
Training Script G Bug Classifier Module ki
(Python + scikit-leam) (Random Forest + TF-IDF)
| /
read training data Ee training logs

log writing odel download
Data Storage
(Database / Object Storage)

\)‘ Dataset Repr:-sitoryIIE

access to dictionary/metadata store trained model

o

Model Storage
(ML Models)

(Bug Reports)

Logs StorageD‘

Fig. 2. Algorithm of the proposed bug classification conveyor in cloud computing applications
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The architecture of the proposed automated software bug classification system in cloud SaaS
applications consists of a number of interconnected components located in the cloud infrastructure
and designed to ensure a complete bug report processing cycle — from the moment the data is
received to the formation of a classification conclusion. Each component performs clearly defined
functions, ensuring scalability, modularity, and the ability to flexibly integrate with existing
DevOps services and support systems.

1. Cloud Platform. The main environment in which all server modules of the classification
system are deployed. Provides scalability, network interaction, and computing resources.

2. Backend Server. Hosts software components that process requests, classify bugs, and
coordinate interaction between other modules:

—  REST API Service — an interface for interaction between users, external services, and
the classification system. Accepts bug reports and returns classification results.

—  Bug Classifier Module — the main classification module, which runs a trained machine
learning model (Random Forest + TF-IDF).

—  Preprocessing Module — a component for cleaning and normalizing the text of bug
reports before vectorization.

—  Vectorization Module — implements Bag-of-Words, TF-IDF, and Word2Vec methods to
convert text into numerical vectors.

—  Data Balancer (SMOTE) — used during model training to eliminate class imbalance.

3. Data storage (Database / Object Storage). Used to store permanent data and models:
Dataset Repository — storage of bug reports, dictionaries, and metadata.

— Logs Storage — storage of system logs, classification history, and technical events.

— Model Storage - file or object storage of a trained ML model available to
the classification module.

4. ML Training Environment (Compute Node). A separate powerful computing environment
designed for training models:

— Training Script (Python + scikit-learn) — scripts for training classifiers.

— Hyperparameter Tuning (RandomizedSearchCV) - a module for optimizing
hyperparameters to achieve the best accuracy.

5. Development System (Jira / Bugzilla / CI/CD). An external data source that automatically
transfers bug reports to the classification system or receives analysis results.

— Bug Tracking System - a bug management tool that integrates with
the system's REST API.

6. Client device (Web/CLI Tool). A component through which the user interacts
with the system:

— User Interface — a web interface or command interface that allows you to send bug reports
and view classification results.

This study uses a publicly available dataset published on the Kaggle platform in 2020 [11].
This is because most similar data is either closed or extremely labor-intensive to collect
independently.
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The dataset is an example of a web-based issue tracker, specifically in the field of Python

development.

Its structure is presented in Table 1, which contains a description of the attributes used for
further construction of bug classification models.

Table 1. Data set characteristics

Ne Attribute Description

1 Unnamed The column contains a unique identifier for each record

2 Title The column contains the full text of the bug in the form of a
record

3 Type Target variable (label); indicates the type of bug

The dataset contains 5,300 records and three main attributes: a unique identifier (Unnamed),
a text description of the bug (title), and a target variable — the error type (type). A total of six
bug categories have been identified: enhancement, security, compilation bug, resource utilization,
performance, and crash.

An example description is shown in Figure 3. A distinctive feature of this data is that bug
names often contain technical codes (e.g., SyntaxError, ImportError), which significantly
complicates the classification task, since the language is not natural in the usual sense.

Title

Type

Doc strings omitted from AST

Upload failed (400): Digests do not match on tar gz ending with x0d binary code

ConfigParser writes a superfluous final bank line

csv.reader() to support QUOTE_ALL

IDLE: make smart indent after comments line consistent

xml.etree Elementinclude does not include nested xincludes

Add Py BREAKPOINT and sys._breakpoint hooks

documentation of ZipFile file name encoding

Allow ‘continue’ in ‘finally’ clause

Mowve unwinding od stack for “pseudo exceptions” from interpreter to compile
Improve regular expression HOWTO

Windows python cannot handle an early PATH entry containing “.._” and
python.exe

tkinter after_cancel does not behave correctly when called with id=None
PEP 1: Allow provisional status for PEPs

os.chdir(), os getcwd() may crash on windows in presence of races

tk busy command

os.chdir() may leak memory on windows

Performance
Resource usage
Performance
Crash
Performance
Crash

Crash
Performance
Crash

Crash

Crash

Enhancement

Performance
Crash
Enhancement
Crash

Compiler error

Fig. 3. Example of bug description

The distribution of error types is analyzed using graphical visualization. Figure 4 shows
a histogram demonstrating the number of records for each error type. The most common bugs are
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those related to performance, while the least common are those related to resource utilization.
Since this is a multi-class classification, the issue of class balancing is not critical. Instead, it
is advisable to use a cross-validation method, which avoids overfitting the model.
This approach involves dividing the entire dataset into several parts (folds) and testing the
model step by step on each subset, which significantly increases the accuracy and stability
of the results.

Types of Errors in Cloud Applications

2500 A

2000 A

1500 4

Count

1000 +

500 A

xo™ oty
Agu*® £

Error Type

Fig. 4. Distribution of bugs by type

The next step was to analyze the frequency of terms in bug descriptions. One of the simplest
but most informative approaches is to use unigrams — single words that are considered
independently of each other. Figure 5 shows a graph with the ten most frequently used words,
among which the word module occurs most often, while python occurs least often. Most of them
are typical for bugs in Python repositories (e.g., file, function, code).

Most Frequent Words in Error Descriptions

module

windows

files

documentation

file

Word

argument
function
functions

code

python

f T T T T T T
0 20 40 60 80 100 120
Number of Occurrences

Fig. 5. Most frequently used words in bug descriptions
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Preprocessing is a key step in the process of extracting knowledge from data, as it allows raw,
unstructured, or partially structured information to be converted into a machine-readable format.
Real-world datasets are typically characterized by incompleteness, redundancy, instability, and
errors. Therefore, the application of high-quality preprocessing procedures is
a prerequisite for building a reliable and generalizable machine learning model.

Within the scope of this study, preprocessing was implemented in several stages, which can
be broadly divided into two main phases: working with raw data and basic preprocessing
with data labeling.

After completing the cleaning stages, the data was ready to be transformed into a format
suitable for modeling. In particular, the type column, which is a categorical variable, needed to be
converted to a numerical format.

To do this, we used the Label Encoding method, which replaces each unique category with a
corresponding number. As a result, all six error classes received unique numerical labels.
The scheme of encoded values is shown in Figure 6.

Label Error Type
[o] Crash
Enhancement
Performance
Resource usage
Security
Compile

vl slwN| e

Fig. 6. Label encoding for multi-class classification

An equally important challenge in classification tasks is the problem of class imbalance, when
the number of records for different categories is uneven. Although the dataset under study is multi-
class, there is also a significant imbalance in the number of examples for
each type of error.

To solve this problem, a combination of random oversampling and the SMOTE (Synthetic
Minority Oversampling Technique) method was used. SMOTE is an algorithm for generating
synthetic examples for minority classes by interpolating between existing points in the feature
space. This approach not only balances the distribution of classes, but also reduces the likelihood
of overfitting, which often occurs when simply duplicating minority examples.

As a result of balancing, the distribution of data across classes was evened out. This is clearly
demonstrated in Figure 7, which shows the final state of the dataset with evenly represented
classes.

Within the scope of this study, four popular machine learning algorithms were selected to
solve the problem of multi-class classification of error types in cloud SaaS applications:

— Naive Bayes classifier;

— Decision Tree;

— Random Forest;

— logistic regression.
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In order to improve the efficiency of modeling and conduct a more in-depth analysis of the
impact of different approaches to text feature representation, a series of experiments were
conducted, which included the use of various vectorization methods, parametric optimization, and
comparative evaluation of models.

00
2000 1
1500 {
1000 |
500 {
’ (2] = - ('] i~ =]

Fig. 7. Final state of the dataset with evenly represented classes

=]

Seven key experiments were implemented, covering the following components:

— Three methods of text vectorization: Bag-of-Words (BoW), TF-IDF, and Word2Vec -
a modern method of vector representation of words based on a neural network.

— Optimization of model hyperparameters for Bow and TF-IDF using the Randomized
SearchCV method, which allows you to efficiently find the best parameter configurations.

— Comprehensive comparative analysis of model performance by metrics: accuracy, recall,
precision, and weighted average (F1-score).

The formulas for calculating key metrics are presented below:

TP+TN
Accuracy = ;
TP+TN + FP + FN
.. TP
Precision = ——;
TP+ FP
Recall = L;
TP + FN
F1o 2% Precision x Recall

Precision + Recall ’

where TP, TN, FP, FN are true positive, true negative, false positive, and false negative
predictions, respectively.

The dataset was divided into training and test samples in an 80/20 ratio, where 80 % of the
records were used to train the model and 20 % to evaluate its generalization ability.
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To ensure the reproducibility of the experiments, a fixed parameter random_state = 42 was
used, which guarantees the same division of the dataset each time it is run.

Each of the four classification algorithms was trained based on three different types
of vectorization, which made it possible to evaluate how the method of text representation affects
the performance of the model.

The results of the study confirm that dataset balancing combined with model hyperparameter
optimization are critical factors for achieving high classification accuracy.
Four machine learning algorithms were used in the experiments: naive Bayes classifier, decision
tree, random forest, and logistic regression — to classify bugs on both balanced
and unbalanced datasets.

One of the key classifiers used in the study is Multinomial Naive Bayes, which is widely used
for text classification. It is based on Bayes' theorem, assuming conditional independence of
features. Since this is a multi-class task, the MultinomialNB implementation was obtained from
the scikit-learn library and used in all experimental scenarios.

All experimental results for the Naive Bayes model are shown in Figures 8 and 9.

Imbalanced Dataset — Accuracy Compariscn

100 4 [ZZ) Train Accuracy

SN Test Accuracy

80 A

60

Accuracy (%)

40 1

20

BOW TF-IDF Word2Vec PT-BOW PT-TFIDF

Fig. 8. Comparison of model accuracy for an imbalanced sample

The Naive Bayes model demonstrates different effectiveness depending on the vectorization
method and the state of the sample (balanced or unbalanced). The best result was obtained for
TF-IDF with tuned hyperparameters (PT-TFIDF).

The model achieved 97.14 % accuracy on the training set and 88.18 % on the test set, which
is the highest result among all configurations.

Word2Vec vectorization showed low performance on the test data, indicating insufficient
representativeness of semantic spatial features in this task.

Balancing the dataset significantly improved the classifier's performance: a comparison of
experiments 1 and 2 shows a 15-20 % jump in performance.
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Thus, hyperparameter tuning and correct sample preparation are critical factors for achieving
high accuracy in bug report classification tasks.

Balanced Dataset — Accuracy Comparison
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Fig. 9. Comparison of model accuracy for a balanced sample

The study also generated a Classification Report for the Naive Bayes model with the best
parameters (BOW-tuned). Based on the Classification Report, a diagram was constructed
(Fig. 10), which details the Precision, Recall, and F1-measure values for each error category.

Comparison of Precision, Recall, and F1-score for Each Class
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Fig. 10. Comparison of metrics for each class

Decision trees belong to the class of interpreted machine learning models and are widely used
for prediction and classification tasks due to their simplicity, high learning speed, and ability to
work with nonlinear dependencies. The algorithm for constructing a decision tree is based on
iterative division of the feature space by selecting splitting criteria that minimize uncertainty
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(impurity) in data subsets. This approach allows building a hierarchical structure of rules,
according to which the model matches new inputs with the corresponding classes.

In this study, the DecisionTreeClassifier algorithm from the scikit-learn library was used to
classify software errors. After loading the data, preprocessing, and vectorization, the model was
trained on the training set and tested on the deferred part of the data. To ensure a correct quality

assessment, all experimental scenarios similar to the previous Naive Bayes analysis were also
applied to this model.

The generalized results are presented in Figures 11, 12.

Imbalanced Dataset — Decision Tree Accuracy
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Fig. 11. Comparison of model accuracy for imbalanced samples

Balanced Dataset — Decision Tree Accuracy
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Fig. 12. Comparison of model accuracy for balanced samples

The Decision Tree model achieves maximum accuracy on the training set in almost all
experiments, which is typical for decision trees, as they are prone to overfitting.
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This is especially noticeable when training on an unbalanced dataset, where accuracy scores
on the test sample are significantly lower — from 43 % to 65 %, depending on the vectorization
method.

After applying sample balancing, the model's performance improved significantly:

— test accuracy increased to 86-88 % in configurations with BOW and TF-IDF,

— results for Word2Vec remained low (=43 %), which is consistent with previous
observations and indicates the ineffectiveness of Word2Vec in this context.

The optimal hyperparameter values were selected for the model:

— criterion = "gini"

— max_depth =54

— min_samples_leaf =4

— min_samples_split = 95

This setting partially reduced model overfitting, although Decision Tree remains inherently
sensitive to noise and data complexity.

The results showed that after optimizing the parameters, the accuracy of the BOW and
TF-IDF-based models is practically identical. The slight advantage of TF-IDF (up to 87.79 % test
accuracy) is due to the fact that this method better takes into account the weight of rare terms,
which is critical in text tasks.

The classification report was used for a detailed analysis of the model's behavior (Fig. 13):

— the largest number of misclassifications occurs in classes with similar text features;

— the F1-measure for individual categories varies significantly, confirming the sensitivity
of the decision tree to data distribution.

Comparison of Precision, Recall, and F1-score for Each Class
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Fig. 13. Comparison of metrics for each class

Within the scope of this study, the RandomForestClassifier implementation from
the scikit-learn library was used. After loading the vectorized data, the model was trained on the
training sample and evaluated on the test sample.
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All experimental scenarios — for different vectorization methods and with/without
hyperparameter optimization — were tested sequentially. The generalized results are shown
in Figures 14, 15.

Imbalanced Dataset — Random Forest Accuracy
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Fig. 14. Comparison of model accuracy for imbalanced samples

Balanced Dataset — Random Forest Accuracy
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Fig. 15. Comparison of model accuracy for balanced samples

The results show that Random Forest demonstrates significantly better classification quality
compared to decision trees and Naive Bayes in most settings. In particular, it can be seen that:

1. The best result was achieved for TF-IDF with tuned hyperparameters (PT-TFIDF)

— Train accuracy: 100 %;

— Test accuracy: 91.73 % — the highest score among all models in the study.

This confirms that Random Forest not only successfully overcomes the problem of decision
tree overfitting, but also makes the most complete use of the information provided
by TF-IDF vectorization.
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2. Impact of sample balancing

A comparison of the results between part 1 (Imbalanced) and part 2 (Balance) shows:

— the accuracy gain on the test is between 20 and 30 % for BOW and TF-I1DF;

— Word2Vec accuracy remains low (~58 % regardless of balance), indicating its limited
effectiveness for classifying short text descriptions of errors in this dataset.

3. Selected hyperparameters

The following values were used to achieve optimal productivity:

— criterion = "entropy”

— max_depth =79

— min_samples_leaf =1

— min_samples_split=79

The combination of a large tree depth and a split value of 79 ensured a balance between tree
variability and overall ensemble consistency.

According to the classification reports obtained, the precision for all classes varies
from 73 % to 100 % (Fig. 16), which indicates the model's high ability to correctly assign most
samples to the appropriate categories.

The results for classes 4 and 5 are particularly indicative, where the model achieved 100 %
recall, i.e., it was able to detect all cases that actually belong to these classes. Such indicators are
considered excellent in the tasks of automated classification of text descriptions of errors.
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Fig. 16. Comparison of metrics for each class

Analysis of the F1-measure confirms that the generalized model is well balanced and shows
no signs of overfitting or underfitting. F1-scores remain consistently high for most classes,
indicating an effective combination of accuracy and completeness. It is important to note that all
classes contributed approximately equally to the learning process, which ensured increased model
stability and its ability to work on various types of data.

In this study, the LogisticRegression implementation was imported from the
sklearn.linear_model library. The model was trained on pre-processed and vectorized data, after
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which it was evaluated on a test set. All experimental scenarios — different vectorizations,
hyperparameter optimization, and balanced/unbalanced sample analysis — were applied
to logistic regression in the same way as to other classifiers.

Further analysis of the results allowed us to evaluate how well logistic regression can cope
with the task of classifying software bug descriptions and how its productivity compares
to Naive Bayes, Decision Tree, and Random Forest.

Within the scope of the experiments, logistic regression was tested under similar conditions
as other classifiers — with different vectorization methods (BOW, TF-IDF, Word2Vec), as well as
with tuned hyperparameters for BOW and TF-IDF. The generalized results of the model
are shown in Figures 17, 18.

Imbalanced Dataset — Logistic Regression Accuracy
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Fig. 17. Comparison of model accuracy for imbalanced samples
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Fig. 18. Comparison of model accuracy for balanced samples
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Logistic regression demonstrates lower productivity compared to other classifiers,
in particular Random Forest and Naive Bayes. The main observations are as follows:

1. Relatively low accuracy on an unbalanced dataset

The model showed test accuracy in the range of 46—66 % for most vectorization methods, and
even below 50 % for Word2Vec, indicating the difficulties of logistic regression in conditions of
uneven class distribution and high variability of text descriptions.

2. Improved results after data balancing

For a balanced dataset, the productivity of logistic regression improved:

The best values were obtained for PT-BOW, where the test accuracy was 88.27 % and the
training accuracy was 93.37 %.

This indicates that logistic regression is sensitive to class imbalance and can work much more
effectively after preliminary sample correction.

3. Low efficiency of Word2Vec

Word2Vec showed the worst results among all vectorization methods: Train: 40.12 % —
Test: 42.15 %

Since logistic regression is based on linear class separation, Word2Vec semantic vectors
probably did not provide sufficient discriminatory information in this case.

4. Hyperparameters used

To improve model productivity, the following parameters were set:

- C=10

— solver = "newton-cg"

The parameter C=10 reduces regularization, allowing the model to better adapt to the data,
while the newton-cg optimization algorithm is effective for multi-class tasks.

The obtained metric values (Fig. 19) indicate that the logistic regression model demonstrates
stable classification quality for most error categories.
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In particular, precision ranges from 73 % to 99 %, which indicates the model's high ability to
correctly recognize samples belonging to the corresponding classes. Classes 4 and 5 stand out in
particular, for which the model achieved 100 % recall, i.e., it was able to detect all real instances
of these categories without omissions. Such indicators are important for tasks where it is critical
to minimize the loss of important or rare defects.

The F1-measure values confirm that the model does not suffer from overfitting
or underfitting. The Fl1-score remains high and balanced for most classes, indicating
a harmonious balance between accuracy and completeness. The absence of significant failures
in any of the categories demonstrates that the model generalizes the data adequately and does not
reorient itself to individual classes.

It is also important to note that all classes made a relatively equal contribution to the training
of the model. This indicates that the training process was well balanced and that the preprocessing
and sample balancing methods made it possible to avoid the dominance of certain categories.
This result is critical for practical application, as it ensures stable forecasting in
a variety of real-world bug report scenarios.

Overall, logistic regression, despite its relatively lower accuracy in some configurations,
demonstrates satisfactory and interpretable results, making it useful as a base model in automated
software bug classification systems.

For a generalized comparison of the results, a Train/Test graph (Fig. 20) of the accuracy
of all models was constructed, which clearly demonstrates that Random Forest outperforms other
approaches in key metrics (see Train/Test comparison graph).

Comparison of Train and Test Accuracy for All Models
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Fig. 20. Comparison of model accuracy on Train/Test data

Based on a comparison of all models, their accuracy, resistance to sample imbalance, ability
to generalize complex textual features, and effectiveness after optimization, the best model in this
study is Random Forest. It provides the highest test accuracy (91.73 %), demonstrates no
overfitting, performs consistently on all experimental sets, and provides an optimal
compromise between productivity, reliability, and the necessary flexibility. Random Forest
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is recommended as the primary model for building automated bug report classification
systems in SaaS environments.

The productivity of an error classification system in cloud applications is a determining factor
in its suitability for use in real-world workloads. Since the speed of processing bug reports directly
affects the timeliness of incident response, the study evaluated two key characteristics: machine
learning model training time and inference time, i.e., the time required to classify
a single new bug report. The results are visualized in the corresponding graphs, allowing for
a clear comparison of the effectiveness of different models.

The training time analysis showed significant differences between classifiers (Figure 21).
The Naive Bayes model demonstrated the shortest training time (=0.12 s), which is expected given
its linear nature and lack of complex parameter optimization. Logistic Regression also
demonstrated high performance, with a training time of about 0.95 s. Decision Tree, on the other
hand, was more resource-intensive (=1.8 s), which is associated with the need to build a deep
hierarchy of nodes. The longest training time was observed for Random Forest (=7.5 s), since the
model consists of an ensemble of trees and requires significant computational resources to form
an optimal set of decisions. Despite this, Random Forest showed the highest accuracy among all
tested models (91.7 %), which justifies its use in the presence of the appropriate infrastructure.

Comparison of Model Training Time

Training Time (s)

4] L Shls v | l .l | |
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Fig. 21. Comparison of model training times

Inference time analysis (Figure 22) showed that all models provide almost instantaneous
classification, which is an important condition for integration into real cloud services.
The processing time for a single query was ~0.002 s for Naive Bayes, ~0.004 s for Logistic
Regression, and ~0.006 s for Decision Tree, while Random Forest showed a slightly slower
inference time (=0.015 s). However, even the maximum value remains within a few milliseconds,
which allows you to classify hundreds or thousands of bug reports per second and maintain system
operation in near real-time mode.

The system scalability assessment confirmed that the proposed architecture is effective for the
cloud environment. Using TF-IDF as the main vectorization method ensures linear scaling of
computational costs as data volumes increase and allows large text message streams
to be processed without a significant increase in preprocessing time. In addition, the Random
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Forest model naturally supports horizontal scaling, since tree construction can be parallelized
across multiple computing nodes, which is especially important when processing large datasets or
during regular model retraining.
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Fig. 22. Comparing of models inference time

Separating the training and inference processes also provides a significant advantage for
scaling. Model training is performed on a separate computing node, which allows the model to be
updated without stopping the classification service, maintaining the continuity of the system.
This is consistent with typical cloud service operating practices and ensures the system's resilience
to changes in data volumes and the intensity of error reports.

This study prioritizes errors in SaaS-type cloud applications based on their frequency of
occurrence in the available dataset. The results are visualized in Figure 23, which shows the
distribution of errors by type, taking into account their relative share.

Bug Prlorltlzatlon
Other pesource Usage

Security
Improvements

Performance

Failures

Fig. 23. Bug prioritization
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The analysis of the graph shows that the most common bugs are related to system productivity,
accounting for 46 % of the total. Such bugs are usually related to response delays, inefficient use
of computing resources, or slow data processing. They have a significant impact on the quality of
user interaction with the application and require immediate response from developers. In second
place in terms of frequency are crash errors, which account for 37 %.
This type of error is critical because it causes the application to suddenly stop working, which can
lead to data loss and disruption of service continuity.

Other types of errors are less common but no less important in terms of ensuring system
reliability. For example, system functionality improvements, security issues, compilation errors,
and resource usage issues together account for about one-fifth of all cases. In particular, security
errors (5 %) require special attention, as even single cases of such failures can have serious
consequences for users and companies, especially in the context of data privacy and regulatory
compliance. The smallest share — only 2 % — is accounted for by errors related to resource usage.
This type usually manifests itself in conditions of large data processing volumes or excessive load
on the computing infrastructure, which, in turn, may indicate the need to optimize
the architecture or scale resources.

The approach proposed in this work has certain limitations. One of the key challenges is the
temporal degradation of the model: with the development of cloud computing applications,
the emergence of new features, or changes in the data structure, the effectiveness of pre-trained
models may decline. To maintain high classification accuracy, it is necessary to regularly
update and retrain models on current data. This will ensure that the models correspond
to the current state of software systems and allow for high productivity to be maintained
in real-world conditions.

Conclusions

Classifying bugs in cloud computing applications using machine learning methods is
an important task that combines technical components with a deep understanding of the subject
area. The study confirms the feasibility and effectiveness of using machine learning algorithms for
automated detection and classification of various types of bugs in a cloud environment. Thanks to
their ability to process large amounts of data generated by cloud systems, these algorithms enable
real-time bug prediction with high accuracy.

The proposed approach contributes to a significant increase in the efficiency of bug detection
and elimination processes, which, in turn, reduces the risk of downtime and increases the reliability
of cloud services. The application of such solutions can be an important component in ensuring
the stable operation of critical information systems, especially in the context of growing business
dependence on cloud technologies.

In addition, a promising area for further research is the implementation of transfer learning
methods, which allow the knowledge gained from previous bug classification tasks to be used
to improve the accuracy of models in new, similar contexts. The application of domain adaptation
methods is also relevant, especially in cases where there is a discrepancy between the distributions
of training and test data.
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IImatko OJjiekcanap BitanilioBuu — kaHIUIAT TEXHIYHUX HAYK, JOICHT, XapKiBChKUIl HalliOHATbHUIH
YHIBEPCUTET PagioeNeKTPOHIKH, JOICHT Ka(eapu eJIeKTPOHHUX O0YHNCIIOBATBHUX MAIINH, XapKiB, YKpaiHa.

I'amaion Irop IleTpoBuY — JOKTOp TEXHIYHUX HAYK, mpodecop, HarionanbHuil TeXHIYHUN YHIBEpCUTET
"XapKiBCbKHAW TMONITEXHIYHUH THCTHTYT"', Tipodecop Kadeapu mporpaMHOi iHXEHepil Ta IHTENEKTyaIbHUX
TEXHOJIOTIH yNpaBJiHHsA, XapKiB, YKpaiHa.

KoaomiiineB Onekciii BosonumMupoBuy — 3acinyXeHH BUHAXITHAK YKpaiHH, JTOKTOP TEXHIYHUX HAYK,
npocdecop, HamioHanmbHUi TexHIYHMH yHIBepcuTeT ''XapKiBCHbKHE NOMITEXHIYHUH iHCTHTYT', Tpodecop
Kageapu KOMIT FOTepHO] iHKeHepil Ta mporpaMyBaHHs, XapKiB, YKpaiHa.

I'bPUAHA MOJAEJ/Ib MAHIMHHOI'O HABYAHHSI
JUIA KITACU®IKALII ITPOTPAMHUX ITOMUJIOK
Y XMAPHUX SAAS-3ACTOCYHKAX

VY cydJacHHX XMapHHX OOUYNCITIOBAIBHUX CEpeOBUINAX 3a0e3ledeHHs] CTaOUIFHOCTI Ta HAAIMHOCTI TPOTPaMHHX
3aCTOCYHKIB € OJTHUM 13 KIIFOUOBHX YMHHHUKIB e()eKTHBHOI poboTH iH(popMaLiifHuX crcTeM. 3HaYHy YacTHHY 300iB Y TAKUX
CHCTEMaxX CHPHYMHSIOTH IPOTPaMHi MOMIIIKU (0aru), siki YCKJIaJHIOIOTh €KCIUTyaTallilo Ta 3HIDKYIOTh MPOIYKTHBHICTh
cepiciB. TpaauwiiiHi MeTOIM PY4YHOro aHaiidy 3BITIB MPO HNOMWIIKH € TPYJOMICTKMMH, TOMY HEOOXIHO pO3pOOWTH
IHTEJICKTyaIbHI MiXOAW J0 aBTOMATH30BaHOI Kiacuikaiii Ta MpiOpUTH3AIli MOMIJIOK i3 BUKOPUCTAHHSIM METOIIB
MalIMHHOTO HaBYaHHs. MeTa cTaTTi — MIBUILEHHS TOYHOCTI Kiacugikalii TUIIB IPOrpaMHUX MOMMUIIOK Y XMapHHUX
3aCTOCYHKax. 3aBAaHHs JAOCIIKeHHs1: ()OpPMyBaHHs MMOBHOTO KOHBEEPa aBTOMATH30BAHOTO OOpPOOJIEHHs IaHuX Oar-
PEeTopTiB, IO OXOIUTIOE BCi €TAITH — BiJl MOMEPEIHBOr0 OYHIIIEHHS 0 o0y m0BH Moem kiacudikamii. MeToaoaoriyuna
OCHOBA JIOCJTIIZKeHHS TTOJISTae Y BUKOPUCTaHHI MeToAiB 00poOeHHs mpupoaroi MmoBu (NLP), rexaiku SMOTE ms
OamaHcyBaHHS BHOIpKHM, KJIACHYHUX aJrOPUTMIB MAIIMHHOTO HABYaHHA, a TaKOX MPOIEIypH ONTUMI3allil
rimepriapametpie RandomizedSearchCV. fxicts Momenel OMIHIOETHCS Ha OCHOBI CTAHTAPTHHUX KJIACHQiKaIiHHIX
METpHUK, TaKUX sK accuracy, precision, recall ta F1-score, mo 3a0e3mnedye KOMIUICKCHHI i 00’€KTHBHHI aHai3
OoTpuMaHuX pe3ynbTaTiB. Pe3yabraTm mocaimkennsi. Po3poOieHo TiOpumHy Mozenb IS aBTOMAaTH30BaHOI
KJacudikanii MOMHUIIOK, 10 OXOIUIIOE €Tary 30UpaHHsl, ONePeIHbOr0 0OPOOIICHHS, BEKTOPHU3aLlil Ta MOJISIIIOBAHHS
JIAHUX. ITpoBeneHo MOPIBHSUIBHUM aHayi3 TOYHOCTI YJOTHPHOX ITOPUTMIB MAIIXHHOTO
HaBYaHHS — HAIBHOTO 0aeciBChKOTO Kilacu(ikaTopa, JiepeBa pillleHb, BUIAJAKOBOIO JIICY M JIOTICTUYHOI perpecii —
i3 BUKOPHMCTAaHHIM DPi3HUX MeTOIiB Bekropm3alii (Bag-of-Words, TF-IDF, Word2Vec). st migBuieHHss TOYHOCTI
kiacudikaii 3actocoBano TexHiky OanancyBanns naHux SMOTE. ExcriepuMeHTabHI OCTIKEHHs HA peabHOMY
HaboOpi JaHWX i3 XMapHOTO CepeNOBHINA MPOJEMOHCTPYBaIH, O Mozaens Random Forest mocsaria HaWBHIMX
MOKA3HUKIB ToUHOCTI — 10 91,7 %. PesynpraT miATBEpIKYIOTh €(PeKTUBHICTD IHTETPALlii AITOPUTMIB MAITIHHOTO
HaBYAaHHS B TIPOLECH aHANi3y ¥ MITPUMKA TIPOTPaMHUX NPOAYKTIB y XMapHUX iHQPacTPyKTypax.
BucHoBkH. 3ampornoHoBaHWM IMiaxin 3abesnedye MiIBUILEHHS TOYHOCTI Kiacu(ikamii MOMWIOK y XMapHHX
00YNCITIOBAJIFHUX CUCTEMaXx 1 MOke OyTH BUKOPUCTaHHMH y ccTeMax MoHiTopuHry, DevOps-tmardopmax i 3acodax
aBTOMAaTU30BaHOI'O TECTyBaHHA. Pe3ylbTaTH JOCHI/DKEHHS € OCHOBOIO [UISi IOJAIBIIOIO  PO3POOJIEHHS
IHTEJIEKTyaJIbHUX IHCTPYMEHTIB IIPOrHO3YBaHHs i NpiopuTH3aii 1e(eKTiB NporpaMHOro 3a0e3neyeHHs .

KawuoBi cioBa: knacugikailis TOMUIOK, XMapHi o0uuciaeHHs, Mamuuae HaByanus, TF-IDF; Word2Vec;
BUIIAIKOBHI JTiC; aBTOMATH3allisl TECTYBaHHSL.
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